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Abstract

Localized residual or subgrid-scale (SGS) models are presented for use in large eddy simulation of heat and mass

transport in turbulent flows. In part (1) (this paper), we discuss the SGS stress models for the velocity field. The models

for the scalar field are presented in part (2). The new SGS stress closures are compared with the dynamic-Smagorinsky

model (DSM) and the dynamic two-parameter mixed model (DTMM). All models are applied ‘‘locally’’ and their

performances are assessed via both a priori and a posteriori analyses with detailed comparisons against data obtained

from direct numerical simulation of homogeneous isotropic, homogeneous shear and temporal mixing layer flows. The

results of a priori assessments indicate that the new closures predict the SGS stresses better than both DSM and

DTMM in all simulated flows. The results of a posteriori assessments also show that the SGS stresses and the statistics

of the filtered velocity are more accurately predicted with the new models.

� 2003 Elsevier Science Ltd. All rights reserved.

1. Introduction

Among various numerical methodologies available

for prediction of heat and mass transport in turbulent

flows, large eddy simulation (LES) appears to be very

promising [1,2]. LES can generate a time- and space-

accurate ‘‘realistic’’ solution provided that the unclosed

subgrid-scale (SGS) closures are accurately modeled.

These closures represent: (1) the SGS velocity–velocity

correlations (stresses), (2) the SGS velocity–scalar cor-

relations (scalar fluxes), and (3) the SGS scalar–scalar

correlations (unmixedness). The physical behavior and

modeling of the SGS stresses are discussed here. The

SGS scalar flux and unmixedness are considered in

Ref. [3].

One of the most established models in LES is the

eddy-viscosity-based closure of Smagorinsky [4]. In this

closure, the SGS Reynolds stresses are related to the

large scale strain rate, and the eddy viscosity is evaluated

based on the assumption that the SGS energy production

and dissipation are in equilibrium. This model and its

variants have been widely used in LES [5,6] and its fair

success is attributed to its ability to predict the global

SGS dissipation correctly [7]. Despite its popularity, the

model has some drawbacks [7–9]. To overcome some of

these drawbacks Bardina et al. [7] proposed a ‘‘scale-

similarity’’ model in which double filtering is utilized to

evaluate the SGS stresses from the dynamics of the re-

solved field. Comparison with direct numerical simula-

tion (DNS) and experimental data indicates that the

scale-similarity model is more accurate than the Sma-

gorinsky closure [7,9].

The concept of double filtering is further extended in

the ‘‘dynamic-Smagorinsky’’ model (DSM), [10,11], in

which a dynamic procedure is used to evaluate the

Smagorinsky ‘‘constant’’. Associated with DSM are

possible numerical instabilities that may occur when the

local formulation of the model is implemented. Also, the

SGS stresses predicted by this model correlate poorly

with the SGS stresses obtained from DNS data [12,13].

In practice, DSM is almost always dissipative, both in a
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volume (or plane) averaged formulation in which a net

positive Smagorinsky coefficient is obtained [10], and in

a localized formulation in which the model coefficient is

constrained to positive values [14]. Some improvement

of DSM is suggested by Salvetti and Banerjee [12] who

propose a dynamic two-parameter mixed model

(DTMM), in which the ‘‘generalized cross’’ term is as-

sumed to be proportional to the ‘‘generalized Leonard’’

term, and the ‘‘generalized Reynolds’’ term is repre-

sented by the Smagorinsky closure. The generalized

terms are subparts of the SGS stress tensor according to

the Germano�s decomposition [11]. Improved versions

of DSM are also proposed by Germano [15] and others.

In this work, we propose two new SGS closure

strategies for LES. The first, termed the sequential or

serial decomposition (SDC) model is based on decom-

position of the generalized Leonard (L), cross (C) and

Reynolds (R) components of the SGS stresses into se-

quential ‘‘Leonard’’, ‘‘cross’’ and ‘‘Reynolds’’ terms of

their own. The unclosed components of those sequential

terms are modeled. The second, referred to as the direct

correlation (DC) closure is based on the assumptions

that the local values of C and R are highly correlated

with the ‘‘Leonard’’ part of R. Both closures are applied

‘‘locally’’ and the predicted LES results are compared

with those via other models. The performance of the

new closures is also determined by detailed comparisons

with DNS data by means of both a priori and a poste-

riori analyses. This is done by considering several tur-

bulent flow configurations with a variety of different

conditions and operational parameters. Each of these

two closures can be enacted in several different ways.

Two ways of implementing the SDC and one way of

using DC are demonstrated in this paper.

2. Mathematical considerations and modeling

For LES of a constant (unit) density, Newtonian

fluid, the starting point is the normalized filtered Na-

vier–Stokes equations (repeated index imply summa-

tion),

oðujÞ
oxj

¼ 0; ð1Þ

oui
ot

þ oðuiujÞ
oxj

¼ � op
oxi

� osij
oxj

þ 1

Re0

o2ui
oxjoxj

; ð2Þ

where ui is the fluid velocity in xi direction, p is the fluid

pressure, t represents time, and the overbar denotes the

grid-level convolution filtered value [16,14]. The vari-

ables are normalized using the reference length (L0),

velocity (U0), and density (q0) scales. Consequently, the

important non-dimensional parameter is the Reynolds

number (Re0 ¼ q0U0L0=l, where l is the fluid viscosity).

The closure problem in Eq. (2) is associated with the

SGS stress tensor, sij ¼ uiuj � uiuj.
As suggested by Kerr et al. [17], models which make

use of the dynamics of the resolved field are potentially

more successful than those based on the derivative of the

resolved velocity scales. Germano et al. [10] effectively

make use of the resolved field by defining a test-scale

filter operator (denoted by a ‘‘hat’’). The application of

this filter to Eqs. (1) and (2), yields another unclosed

term, Tij ¼ duiujuiuj � buuibuuj, termed the ‘‘subtest-scale’’ stress

tensor. The stresses at the grid- (sij) and the test-levels

(Tij) are related by,

Gij ¼ Tij �csijsij ¼ duiujuiuj � buiui bujuj : ð3Þ

Nomenclature

Cij cross part of subgrid-scale stress tensor

k magnitude of the Fourier wavenumber

kmax maximum Fourier wavenumber

Lij Leonard part of subgrid-scale stress tensor

p pressure

Rij Reynolds part of subgrid-scale stress tensor

Re0 reference Reynolds number

Rek Taylor micro-scale Reynolds number

S magnitude of rate of strain tensor

Sij mean rate of strain tensor

t time

Tij residual stress tensor at test-level

ui ith component of the fluid velocity vector

urms rms of turbulent velocity

xi Cartesian coordinates (x1 ¼ x, x2 ¼ y,

x3 ¼ z).

Greek symbols

a ratio of grid-level to test-level filter sizes

dx grid spacing

D characteristic size of the grid-level filter

D̂D characteristic size of the test-level filter

� dissipation rate of turbulent kinetic energy

g Kolmogorov length scale

mt subgrid-scale viscosity

q correlation coefficient

sij subgrid-scale stress tensor

Superscripts

� grid-level filtering operator

�̂� test-level filtering operator
0 subgrid-scale fluctuations
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Eq. (3) known as the Germano�s identity, holds for any

approximation of uiuj.
In the Smagorinsky closure the anisotropic part of sij

is assumed to be proportional to resolved rate of strain

tensor, Sij through the turbulent diffusivity coefficient

(mt):

sij �
dij

3
skk � �2mtSij; ð4Þ

mt ¼ csD
2jSj; jSj ¼ ð2SijSijÞ1=2

; Sij ¼
1

2

oui
oxj

�
þ ouj

oxi

�
;

where cs is the Smagorinsky constant and D is the

characteristic length scale of the filter at the grid-level. A

positive value of cs insures a positive value for SGS

dissipation (� ¼ �sijSij). In DSM, the anisotropic part of

Tij is similarly approximated by the Smagorinsky clo-

sure. Substitution of the models for sij and Tij into the

Germano identity (Eq. (3)) and utilization of a least

square error minimization technique results in an ex-

pression for cs [18].

Following Germano [11], sij is decomposed into

sij ¼ Lij þ Cij þ Rij ð5Þ

Lij ¼ uiuj � uiuj;

Cij ¼ ðuiu0j � uiu0jÞ þ ðu0iuj � u0 iujÞ;
Rij ¼ u0iu

0
j � u0iu0j;

where u0i ¼ ui � ui and Lij, Cij and Rij are referred to

‘‘generalized Leonard term’’, ‘‘generalized cross term’’

and ‘‘generalized Reynolds term’’, respectively (for

brevity the word generalized is dropped hereinafter). As

explained by Germano [11], with the application of a

linear filter which commutes with time and space, the

filtered Navier–Stokes equations must remain invariant

in terms of the generalized central moments. Thus, the

Leonard, cross, and Reynolds substresses must retain

the properties of the original stress and in particular they

must be Galilean invariant. These new stresses are ex-

pected to constitute a significant part of the SGS stress

tensor when a filter allowing an overlap between the

resolved and unresolved scales is used. A similar de-

composition can be made at the test-level for Tij.

2.1. The serial decomposition closure

With the decomposition in Eq. (5), Lij can be evalu-

ated explicitly, while Cij and Rij need to be modeled. In

the dynamic mixed model of Zang et al. [19], the Sma-

gorinsky closure is employed for Cij þ Rij. In DTMM of

Salvetti and Banerjee [12], Cij is assumed to be propor-

tional to Lij and the Smagorinsky closure is employed

for Rij.

The model proposed here is based on the fact that Cij

and Rij contain some information about the resolved

field which do not require modeling. Therefore, with the

‘‘SDC’’ of these stresses, only the terms pertaining to the

unresolved field are modeled. The decomposition in-

volves the use of ui ¼ ui þ u0 in the Eq. (5);

Cij ¼ ðuiu0j � uiu0jÞ þ ðu0iuj � u0iujÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðIÞ

þ ðuiðu0jÞ
0 � uiðu0jÞ

0Þ þ ððu0iÞ
0uj � ðu0iÞ

0ujÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðIIÞ

þ 2ðu0iu0j � u0 iu0jÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
ðIIIÞ

þ ðu0iðu0jÞ
0 � u0 iðu0jÞ

0Þ þ ððu0iÞ
0u0j � ðu0iÞ

0u0jÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðIVÞ

ð6Þ

Rij ¼ ðu0iu0j � u0 iu0jÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
ðVÞ

þ ðu0 iðu0jÞ
0 � u0iðu0jÞ

0Þ þ ððu0iÞ
0u0j � ðu0iÞ

0u0jÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðVIÞ

þ ððu0iÞ
0ðu0jÞ

0 � ðu0iÞ
0ðu0jÞ

0Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðVIIÞ

; ð7Þ

where ðu0iÞ
0 	 u0i � u0i ¼ ui � 2ui þ ui. Terms (I), (III) in

Eq. (6) and the term (V) in Eq. (7) can be evaluated

explicitly. The Leonard and the cross parts of Rij in Eq.

(7) (terms (V) and (VI)) are the same as terms (III) and

(IV) in Eq. (6). This suggests that there should be a

reasonable correlation between Cij and Rij (as indeed

confirmed by a priori analysis discussed below).

Substituting Eqs. (6) and (7) into Eq. (5) yields

sij ¼ /ij þ wij; ð8Þ

where /ij and wij, the ‘‘known’’ and ‘‘unknown’’ parts of

SGS stresses, are defined as

/ij ¼ ðuiuj � uiujÞ þ ðuiu0j � uiu0j þ u0 iuj � u0 iujÞ

þ 3ðu0 iu0j � u0iu0jÞ

¼ ðuiuj � uiujÞ þ ðuiu0j � uiu0jÞ þ ðu0 iuj � u0 iujÞ

þ ðu0 iu0j � u0iu0jÞ

wij ¼ ðwivj � wivjÞ þ ðviwj � viwjÞ;

wi ¼ 1
2
ðui þ 2ui � uiÞ; vi ¼ ðu0iÞ

0 ¼ ui � 2ui þ ui:

Similarly, the SGS stress at test-level is decomposed as

Tij ¼ Uij þ Wij ð9Þ

Uij ¼ ðduiujuiuj � buui
buujÞ þ ðduiu0juiu0j � buui

b
u0u0 jÞ þ ðdu0 iuju0 iuj �

b
u0u0 ibuujÞ

þ ð du0 iu0ju0 iu0j �
b
u0u0 i

b
u0u0 jÞ

Wij ¼ ðdwivjwivj �cwiwi bvjvjÞ þ ðdviwjviwj � bvivicwjwjÞ:
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In previous models /ij is either effectively ignored [20] or

only partially considered [19]. Here, this term is fully

included and wij is modeled. Two models are proposed

for this purpose. In the first, the cross and the Reynolds

parts of wij are simply neglected:

wij � wivj � wivj þ viwj � viwj: ð10Þ

This model, termed SDC1, is solely based on the con-

volution property of filters and does not require an input

parameter or an adjustable coefficient.

The second model (termed SDC2) is based on the

assumption that the cross and the Reynolds parts of wij

are proportional to the Leonard part;

wij � c1ðwivj � wivj þ viwj � viwjÞ; ð11Þ

where the model coefficient c1 is evaluated locally by a

dynamic procedure

c1 ¼
Qij � dij

3
Qkk

� �
Aij � dij

3
Akk

� �
Aij � dij

3
Akk

� �
Aij � dij

3
Akk

� � ð12Þ

Qij ¼ Wij � cwijwij ¼ dwivjwivj �cwiwi bvjvj þ dviwjviwj � bvivicwjwj ;

Aij ¼ dwivjwivj �cwiwi
bvjvj þ dviwjviwj � bvivicwjwj :

In the decomposition of Tij, alternatively it is possible to

use ui ¼ buui þ u00i , where u00i denotes the test-level velocity

fluctuation. This new decomposition is more attractive

as it employs the information at test-level to calculate

the subtest-scale stresses. With this new decomposition,

the expressions for the Leonard, the cross and the

Reynolds terms are modified,

Tij ¼ U

ij þ W


ij ð13Þ

U

ij ¼ ðdbuuibuujbuuibuuj �

bbuubuui
bbuubuujÞ þ ð

dbuui
cu00u00 jbuui
cu00u00 j � bbuubuui

ccu00u00cu00u00 jÞ þ ð
dcu00u00 ibuuj
cu00u00 ibuuj �

ccu00u00cu00u00 ibbuubuujÞ

þ ð
dcu00u00 icu00u00 jcu00u00 icu00u00 j � ccu00u00cu00u00 iccu00u00cu00u00 jÞ;

W

ij ¼ ð dw


i v


jw


i v


j � cw


iw

i
cv
jv
jÞ þ ð dv
i w


jv
i w


j � cv
iv
idw


jw

jÞ:

w

i ¼ 1

2
ðui þ 2buui �

bbuubuuiÞ; v
i ¼ ui � 2buui þ
bbuubuui:

ð14Þ

By assuming that the cross and the Reynolds part of W

ij

are proportional to its Leonard part,

W

ij � c
1 ð

dcw
w

i
bv
v
 jcw
w


i
bv
v
 j"

�
ccw
w
cw
w


i

cbv
v
bv
v
 jÞ þ ð
dbv
v
 icw
w


j
bv
v
 icw
w


j �
cbv
v
bv
v
 iccw
w
cw
w


jÞ
#
: ð15Þ

This yields a model slightly different than SDC2, labeled

SDC2* here.

The unclosed terms in Eq. (8) could be decomposed

further. However, the extent of consequent SDCs is

limited in practice mainly because the rate of conver-

gence decreases as more stresses are explicitly calculated

and/or the overlap between the resolved and the SGSs

decreases. Additionally, the cost of added filtering op-

erations could become prohibitive. This issue is dis-

cussed further below with some numerical examples.

2.2. The direct correlation closure

The proportionality of Cij to Lij as assumed in

DTMM is based on the argument that Cij represents a

stress which involves the resolved and unresolved fields

and is expected to be dominated by the interactions

among the smallest resolved scales and the largest un-

resolved scales. From the energy cascade theory, a

similarity between the flow field in consecutive scales

exists and therefore a proportionality between Lij and Cij

can be assumed [7,9]. A similar or even an improved

correlation between Cij and the Leonard part of Rij (Rij)

in Eq. (7) is expected (see Eqs. (6) and (7)). Therefore,

we propose the following dynamic model

sij �
dij

3
skk � Lij

�
� dij

3
Lkk

�
þ c2 Rij

�
� dij

3
Rkk

�
;

Rij ¼ u0 iu0j � u0iu0j; ð16Þ

where

c2 ¼
Bij � dij

3
Bkk

� �
Dij � dij

3
Dkk

� �
Dij � dij

3
Dkk

� �
Dij � dij

3
Dkk

� � ;

Bij ¼ ðduiujuiuj � buiui bujujÞ � ðduiujuiuj � buiui bujujÞ;
Dij ¼ ð du0iu0ju0iu0j �

c
u0 iu0 i

c
u0ju0jÞ:

This model is labeled DC and is somewhat similar to the

one recently proposed by Horiuti [21]. The three models

described (SD1, SD2, and DC) are the primary con-

stituents of the proposed SGS closures and are studied

in detail. The attributes of these models and those of

DSM and DTMM are summarized in Table 1.

Table 1

Summary of the tested SGS stress models

Model Mathematical descriptiona of the

model

DSM �2csD
2jSjSij

DTMM �2cm1D
2jSjSij þ cm2 Lij � dij

3
Lkk

� �
SDC1b /ij �

dij
3

/kk

� �
þ Nij � dij

3
Nkk

� �
SDC2 /ij �

dij
3

/kk

� �
þ c1 Nij � dij

3
Nkk

� �
DC Lij � dij

3
Lkk

� �
þ c2 Rij � dij

3
Rkk

� �
a The coefficients cs, cm1, cm2, c1 and c2 are calculated dy-

namically.
bNij ¼ ðwivj � wivj þ viwj � viwjÞ.
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3. Simulations

To assess the performance of the proposed closures,

they are employed for LES of the following flow con-

figurations: (1) homogeneous isotropic (HI), (2) homo-

geneous shear (HS), and (3) temporally developing shear

layers (TSLs). The assessment is primarily by means of

comparison of the LES results with those obtained by

DNS of these flows with the same magnitude of the

physical parameters. All simulations (in both LES and

DNS) consider unsteady, three-dimensional (3D) flows.

The spatial discretization is by a spectral-collocation

numerical scheme utilizing Fourier basis functions sim-

ilar to that employed in our previous contributions (e.g.

[22–24]). Time advancement is via the second-order

Adams–Bashforth temporal discretization. The resolu-

tion in DNS is dictated by the magnitudes of the phys-

ical parameters, with vigorous testing of the

independency of the results to the grid resolution. Sim-

ulations of the HI and the HS flows are conducted

within a cubic box containing 1283 collocation points.

The resolution for DNS of the TSLs is 963. In all sim-

ulations, the grid spacing in all directions is uniform and

equal.

For the homogeneous flows, triply periodic boundary

conditions are employed. In the homogeneous shear

flow a linear mean profile (with a normalized gradient of

S ¼ 2) along the transverse (y)-direction with grid

transformation is employed. Also, in the homogeneous

flows, the velocity field is initialized as a random sole-

noidal, three-dimensional field with a zero mean and

Gaussian spectral density function. This initial field is

allowed to evolve for a sufficient time to reach a ‘‘self-

similar’’ state before LES is conducted. In mixing layer

simulations, periodic boundary conditions along the

streamwise (x)- and the spanwise (z)-directions and free

slip boundary conditions along the cross-stream (y)-di-

rection are imposed. To expedite the formation of large

scale vortices, low amplitude forcing is initially super-

imposed on the mean flow. The flow field in this setting

is dominated by large scale coherent structures. The

length in streamwise direction is twice of the wavelength

of the most unstable mode as given by the linear stability

theory. This allows for the roll-up of the spanwise vor-

ticity, resulting in two spanwise rollers at the non-

dimensional time t � 3 followed by pairing of these

vortices at t � 6. Two TSLs are considered. In TSL1

there are almost no initial 3D perturbations. In TSL2,

an initial random solenoidal 3D velocity field with a zero

mean and Gaussian spectrum is superimposed on the

mean velocity field. The parameters in the four cases

considered by DNS are summarized in Table 2 indicat-

ing the magnitude of the Reynolds number (Rek) based

on the rms value of velocity fluctuations (urms ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=3huiuii

p
) and the Taylor micro-scale (k), the Kol-

mogorov length scale (g) and the initial rms of the ve-

locity fluctuations.

The LES results are dependent on the filter function

and filter size. Here we only use the convolved box filter

in the physical space. This filter provides the necessary

overlap between the resolved and the subgrid stresses

and yields results qualitatively similar to those with the

Gaussian filter [9]. The sharp spectral cutoff filter does

not allow an overlap range between the resolved and

SGSs, and with its use some of the interesting properties

of the models considered here would vanish [13]. Both

‘‘exact’’ and ‘‘approximate’’ versions of the box filter at

the grid- and the test-levels are employed. The exact

filter is used to calculate the ‘‘true’’ subgrid values and is

invoked by averaging over fine (DNS) grid points. The

approximate filter is performed over coarse (LES) grid

points. The 3D approximate filter operator is split into

1D operations along each direction to reduce the com-

putational time [19]. This splitting results in negligible

errors at high wavenumbers of the resolved field. The

filter size is selected by a compromise between the ac-

curacy and the computational cost. Here, the charac-

teristic length scale of filter at the grid-level (D) is twice

the grid spacing in LES (ðdxÞLES) to minimize the relative

effects of numerical discretization [25,26]. The filter size

at the test-level (bDD) is twice that at the grid-level (i.e.bDD=D ¼ 2) as suggested in previous studies [10]. The

resolution in LES is specified by the ratio of the filter size

at the grid-level to the grid spacing in DNS (R ¼
D=ðdxÞDNS). For example, with 1283 collocation points

in DNS and with R ¼ 8 the resolution in LES would

be 323. Four approximate box filters are considered

(Table 3). In the first (FILT#1), R ¼ 8 and the fil-

tered values are evaluated by the trapezoidal rule [19,

26]. The second (FILT#2) and the third (FILT#3) filter

functions are similar to the first but with R ¼ 12 and

R ¼ 16, respectively. In the fourth (FILT#4), the filter

size is the same as that in FILT#1 but the filtered values

are evaluated by averaging of the grid values with

an equal weight. In the presentations below FILT#1

is used for homogeneous simulations and FILT#2

is used for mixing layer simulations unless otherwise

indicated.

Table 2

The specifications of DNS cases

Case # Flow type Rek
a gkmax

a ðurmsÞt¼0
b

1 HI 78.8–29.3 1.1–2.2 0.9

2 HS 34.7–65.8 1.2–1.1 0.65

3 TSL1 – – �0

4 TSL2 – – 0.01

a The values at the starting and ending times.
b For the HI and the HS flows this is the initial rms of the

velocity fluctuations. For TSL1 and TSL2 this is the rms of the

initial random perturbations added to the mean.
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The LES results of HI flow indicate that as simula-

tions proceed the very high wavenumber values of the

resolved velocity spectrum gradually exceed the corre-

sponding values calculated from DNS data. Although

this does not lead to numerical instabilities when SDC2

and DC are used, it does decrease the overall accuracy.

By setting the filter size to twice the grid size, the re-

solved field is smoother and contains progressively less

information about the small scales. This could decrease

the accuracy of the proposed SGS models in that they

cannot accurately predict the SGS stresses at the re-

solved scales below the characteristic scale of the filter

(subfilter scales). Moreover, the models are unable to

account for the nonlocal interactions at the smallest

scales of the resolved field which are expected to have

dissipative nature. To resolve this problem, in all

a posteriori assessments, it is required to enforce a net

dissipative effect on the subfilter scales of the resolved

field. This is enacted here via the following procedure:

first, the subfilter value of � (denoted by �00) is evaluated

by a box filter with a characteristic size half of that at the

grid-level (the size of filter is controlled by the weights of

the grid point values in the filtering operation). Then, at

each grid point, either the negative values of �00 are

eliminated, or an equivalent diffusivity is added. To

eliminate the negative values, the Smagorinsky model is

added (only at the grid points with negative �00 values) to

the modeled stresses to induce an equivalent positive

dissipation. Alternatively, an equivalent diffusivity is

added by modification of the molecular diffusivity co-

efficient in such a way as to cancel the negative values of

�00. Both of the above numerical procedures yield very

similar results. This numerical procedure causes some

small discontinuity in the stress field much less than that

obtained when negative diffusivity (backscatter) is

eliminated all together. As shown below, this procedure

does not have a significant effect on the accuracy of SGS

stresses.

4. Results and discussions

The comparison between the LES and the DNS re-

sults is made by means of both a priori and a posteriori

analyses. In the former, DNS data are used to calculate

both the true and the modeled values of SGS stresses. In

the latter, the statistics of the resolved field as predicted

by LES are compared with those obtained directly from

DNS. The models are tested in a localized manner

without averaging over homogeneous directions. Statis-

tical analysis of data are conducted by averaging over

the homogeneous directions. For the HI and the HS

flows the temporal evolution of the volumetric averaged

statistics are of primary importance and are presented.

For the TSLs the averaging are conducted over x–z
planes (represented by [ ]) and the y-dependent statistics

are considered. In some cases the volumetric averaged

statistics for the TSLs are also reported. The primary

statistical quantities considered below are the correla-

tion coefficient between variables A and B, qðA;BÞ and

the probability density function (PDF) of the statistical

quantities.

4.1. A priori analysis

To assess the accuracy of the models, the correlation

coefficient between the DNS and the modeled values of

SGS stresses for different flows are considered in Fig. 1.

In the results shown in this figure and those shown

below the ‘‘time’’ t
 is the time normalized by the final

time of the simulation in each case and qða; bÞ ¼
ðqða12; b12Þ þ qða13; b13Þ þ qða23; b23ÞÞ=3 where a and b
are second order tensors. In the HI flow, after the

transient time, the correlation coefficients for all models

increase slightly with the decay of turbulence. In the HS

and the TSL2, the correlation coefficients do not vary

significantly in time. Fig. 1 indicates that DTMM per-

forms better than DSM and the newly proposed closures

perform better than DTMM in all cases. In SDC2 and

DC the spatial variations of the constants (c1, c2) are

considerably lower than those in the model constant of

DSM and DTMM (not shown). Fig. 1 also shows that

the correlation coefficients between DNS and SDC2*

values of SGS stress are considerably lower than those

between DNS and SDC2. This is due to significant dif-

ference of the local model (SDC2*) coefficients at the

grid- and the test-level.

A more vigorous testing of the models is conducted

in Fig. 2, where the PDFs of exact and modeled values

of s12 in the HS flow are considered. Consistent with the

results in Fig. 1, it is observed that the PDF of s12 as

predicted by DSM is noticeably different from that of

Table 3

The time averaged correlation coefficient between L12 and L

12

Filter D=ðdxÞDNS Filter approximation HI HS TSL2

FILT#1 8 Trapezoidal 0.996 0.996 0.997

FILT#2 12 Trapezoidal – – 0.973

FILT#3 16 Trapezoidal 0.953 0.941 –

FILT#4 8 Equal-weighting 0.990 0.991 0.992
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DNS. The PDF predicted by DTMM is closer to the

true PDF but does overpredict the positive (and some-

what negative) stress values. The ability of SDC1, SDC2

and DC to predict the true subgrid stress is evident. The

results for other SGS stresses at different times, and for

other flows exhibit a similar behavior.

One of the most important requirements of the SGS

model is to correctly predict the energy transfer from the

resolved field to the subgrid field. One can consider the

energy transfer as the effects of very small-scale eddies

on the resolved scales across a ‘‘spectral-gap’’ (nonlocal

effects) combined with the effects of intermediate-size

eddies which constitute the spectral-gap (local effects).

The nonlocal effects can be approximated by a positive

eddy diffusivity if the spectral-gap is sufficiently large. It

is unlikely that stochastic and gradient diffusion type

models properly represent the local effects. In SDC1,

SDC2 and DC the effects of intermediate-size eddies on

the resolved scales are explicitly evaluated from the dy-

namics of the resolved field. Therefore, these models are

expected to predict the energy exchange between the

resolved and SGSs with reasonable accuracy. To dem-

onstrate this, in Table 4, the time averaged values of the

correlation coefficient between the true and the modeled

values of � and the rms values of � at t
 ¼ 2:2 for the HI

flow are shown. The results for the HS and the TSL

exhibit similar trends. The results in Table 4 are in ac-

cord with those in Figs. 1 and 2, indicating that the

dissipation values predicted by DSM correlate poorly

with the true values. The ability of DTMM to predict

the correct SGS dissipation is better than DSM but

considerably less than SDC1, SDC2 and DC.

A reason that the proposed closures accurately pre-

dict the SGS stresses is that they treat the substresses, L,

C and R separately. These substresses each contribute

significantly to the total SGS stress. This is demon-

strated in Fig. 3, where the temporal variations of the

percentage of the Leonard (L12), cross (C12) and Rey-

nolds (R12) parts of the s12 stress are shown. The results

in this figure are obtained by filtering the DNS data over

fine grids with two different filter sizes. To calculate the

contribution of L12, C12 and R12, the absolute values of

Fig. 1. Temporal variations of the correlation coefficient be-

tween the DNS and modeled values of the SGS stresses, s in (a)

HI, (b) HS, and (c) TSL2.

Fig. 2. The PDFs of s12 in the HS flow at t
 ¼ 0:11.
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these quantities are considered. For example the per-

centage of the contribution of the Leonard term is equal

to 100  ½jL12j=ðjL12j þ jC12j þ jR12jÞ�. The results in Fig.

3 indicate that in both the HI and the HS flows L12, C12

and R12 each have a significant contribution. However,

as the filter size increases the relative magnitude of L12

decreases and those of R12 and s12 increase. The per-

centage of C12 does not vary significantly with the filter

size. In the HI flow (Fig. 3(a)), with the decay of tur-

bulence the contribution of R12 gradually decreases and

that of L12 increases. The reason is that a significant part

of the Reynolds term is due to nonlocal effects of SGS

on the resolved field. With the decay of energy at

smallest scales of SGS the nonlocal effects become less

significant and the percentage of R12 decreases. In the

HS flow (Fig. 3(b)), after the initial transient time, the

statistical behavior of SGS and therefore the contribu-

tions of the Reynolds and the Leonard terms do not

vary significantly in time. In the TSL1, the flow is

dominated with large scale two dimensional vortical

structures. It is therefore expected that the Leonard and

cross terms contribute significantly to the total SGS

stress. Our results (not shown) indicate that for TSL1

more than 80% of s12 is due to L12 and C12. The relative

importance of the Reynolds term, however, increases as

the flow becomes more three-dimensional. In TSL2

(with three-dimensional random initial perturbations)

the relative amount of R12 is much more significant than

that in TSL1. It is to be noted that in TSL1 the flow

remains two-dimensional with small variations along

spanwise direction. In TSL2, the flow exhibits significant

three dimensionality, particularly at SGSs. In the dis-

cussion below, only the results for the HI, the HS and

the TSL2 flows are presented.

The PDFs of the L12, C12 and R12 are shown in Fig. 4.

In HI flow (Fig. 4(a)), the PDFs of the three stresses are

similar. In HS flow (Fig. 4(b)) the PDF of L12 is highly

skewed toward negative values. The PDFs of C12 and R12

are more symmetric because the smaller scales of tur-

bulent fluctuations in this anisotropic flow exhibit a

higher degree of local isotropy. Also shown in Fig. 4 are

the PDFs of L

12 calculated from DNS data over coarse

(LES) grids with FILT#1. In the LES models of Zang

et al. [19] and Salvetti and Banerjee [12] the Leonard term

is calculated explicitly and is assumed to be identical to

‘‘exact’’ values. These exact values are denoted by Lij

and are obtained by using the DNS data over fine grids.

The approximate values are obtained by applying

FILT#1 to DNS data over coarse grids and are denoted

by L

ij. In a priori analysis the model should be evaluated

solely based on information available over coarse (LES)

grid points. The results in Fig. 4 and those in Table 3

indicate that the difference between Lij and L

ij is indeed

very small, as for all filters listed in Table 3 the time

averaged values of qðL12; L

12Þ are close to unity. The

values of qðL12; L

12Þ decreases slightly as the filter size

increases and/or when L

12 is calculated with FILT#4.

Based on these results, it is concluded that the local

values of the Leonard term, calculated over coarse

grids (L

ij) represent the true values (Lij) with very good

approximation. Hereinafter the star superscript is

dropped.

To further explain the results in Figs. 1–4, the time

averaged values of the correlation coefficients between

several subgrid quantities are considered in Table 5. In

Table 4

The correlation coefficient and the rms of SGS dissipation

Quantity DNS DSM DTMM SDC1 SDC2 DC SDC2*

q 1.0 0.373 0.584 0.871 0.887 0.892 0.712

Rms at t
 ¼ 0:22 0.037 0.061 0.034 0.031 0.036 0.039 0.035

Fig. 3. Temporal variations of the percentage of L12, C12 and

R12 in (a) HI, and (b) HS. The solid lines with hollow symbols

refer to FILT#1 and the dashed lines with filled symbols refer to

FILT#3.
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this table, C 	 D
2jSjSij and CT 	 bDD2jbSS jbSSij represent the

Smagorinsky closure at the grid- and the test-levels, re-

spectively. The results in Table 5 indicate that qðs;CÞ is

much smaller than qðs; LÞ. This is in accordance with

previous observations [7,9] and indicates that the ‘‘scale-

similarity’’ type closures are potentially more accurate

than the ‘‘eddy diffusivity’’ type closures. It is interesting

that the correlation coefficients do not dependent sig-

nificantly on the flow configuration. At the test-level, the

correlation coefficients between the SGS stress and its

Leonard part are also similar and exhibit higher values

compared to those at the grid-level. For the HI and the

HS flows, there is a relatively poor correlation between

the true SGS stresses and those obtained from the

Smagorinsky model. However, in the TSL, the ability of

the Smagorinsky closure to predict the local values of

SGS stress at the test-level is much better than that at

the grid-level. In the HI and the HS flows the anisotropic

elements of the SGS stress tensor are almost equally

important. In the TSL s12 is significantly larger than s13

and s23. Also, qðs12; L12Þ is larger than qðs13; L13Þ and

qðs23; L23Þ because the flow is dominated by large scale

structures in the x–y plane.

The accuracy of the dynamic models improves as

more accurate base closures are used to model the SGS

stresses at the grid- and test-levels. Based on the results

in Table 3, it is clear that the Leonard part of SGS stress

could be accurately evaluated by using the data available

over coarse grids. Additionally, the results shown in

Table 5 indicate that regardless of flow configuration,

the correlation between the remaining part of SGS

stress, nij ¼ Cij þ Rij and Rij is considerably higher than

that between nij and L

ij. It is not, therefore, surprising

that DC and SDC2 predict the local values of SGS

stresses better than DSM and DTMM.

The SDC closures are developed based on decom-

position of the Leonard, cross and Reynolds compo-

nents of the SGS stresses into sequential ‘‘Leonard’’,

‘‘cross’’ and ‘‘Reynolds’’ terms of their own. However,

this SDC can be extended further. To assess the con-

vergence properties of the SDC, in Fig. 5 the DNS

generated PDFs of the SGS stresses in the HI flow as

obtained by truncation of the decompositions at three

different levels are shown. At the first and the second

levels, the stresses are equivalent to those corresponding

to Lij and SDC1, respectively. At the third level, wij in

Eq. (8) is decomposed similar to sij at the second level.

Expectedly, it is observed that with increasing the order

of truncation, the predicted PDFs become closer to the

‘‘exact’’ PDF as more significant parts of the stress are

accounted for explicitly. The stresses obtained by the

first level truncation are significantly different than the

exact values. The predicted results improve significantly

by increasing the truncation to the second level. But the

extent of improvement is not as much by advancing to

the third level. Our results also indicate that the time

averaged correlation coefficients between the exact val-

ues of s12 and those predicted by decomposition at levels

1–3 are 0.807, 0.894 and 0.911, respectively. As indi-

cated before, the truncation level can be increased

Table 5

The time averaged correlation coefficient between different

quantities

Correlation

coefficient

HIa HS TSL2

qðs;CÞ 0:27þ0:02
�0:02 0:19þ0:03

�0:05 0:26þ0:06
�0:1

qðT ;CTÞ 0:32þ0:04
�0:05 0:17þ0:13

�0:11 0:71þ0:08
�0:09

qðs;LÞ 0:82þ0:04
�0:05 0:82þ0:03

�0:05 0:81þ0:04
�0:04

qðT ; LTÞ 0:94þ0:02
�0:02 0:94þ0:02

�0:02 0:96þ0:02
�0:01

qðn;RÞ 0:81þ0:02
�0:02 – –

qðn;LÞ 0:59þ0:04
�0:05 – –

qðs12; s
12Þ 0:997þ0:000
�0:000 0:996þ0:000

�0:000 0:996þ0:001
�0:001

qððw12ÞDNS; ðw12ÞSDC2Þ 0:65þ0:04
�0:04 – –

qððw12Þ


DNS; ðw12ÞSDC2Þ 0:55þ0:02

�0:04 – –

a The upper and the lower values with plus and minus sign

represent the deviation of maximum and minimum values re-

spectively from the averaged quantity.

Fig. 4. The PDFs of L12, L

12, C12 and R12 in (a) homogeneous

isotropic, (b) homogeneous shear, flows.
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further, with the obvious penalty of higher computa-

tional cost. Based on these results, the truncation at the

second level is implemented in SDC closures (SDC1 and

SDC2).

While the performance of the stress models improve

as more significant portions of the SGS stresses are ex-

plicitly evaluated, the filtering operation over the coarse

grids is not error free. Therefore, the accuracy of the

SGS stress models must be assessed. This is considered

in Table 5 where the correlation coefficients between s12

and s
12 for different flows are considered. In the evalu-

ation of s
ij the ‘‘resolved’’ part (/ij in Eq. (8)) is calcu-

lated explicitly based on the information available over

coarse grids while in the evaluation of sij the informa-

tion over fine (DNS) grids is employed. It is observed

that for all flow configurations, qðs12; s
12Þ is very close to

unity at all times. We also found that qðs12; s
12Þ de-

creases slightly as the size of filter is increased. For ex-

ample, the time averaged value of qðs12; s
12Þ for the HS

flow decreases from 0.996 to 0.974 as the filter size is

doubled.

The very high correlations between s12 and s
12 indi-

cate that /ij is accurately calculated from the informa-

tion available over the coarse grids. Thus the

performance of SDC closures can be significantly im-

proved by using more accurate models for wij. The

correlation coefficients between ðw12ÞDNS and ðw12ÞSDC2

and those between ðw12Þ


DNS ¼ ðs12ÞDNS � ð/12ÞLES and

ðw12ÞSDC2 are shown in the last two rows in Table 5. The

results for both the HI and the HS flows are similar and

indicate a moderate correlation between DNS and

modeled values. It is, however, observed that q½ðw12Þ


DNS;

ðw12ÞSDC2� is significantly higher than q½ðw12ÞDNS;
ðw12ÞSDC2�. This is because the coarse grid filter function

is only an approximation of the exact filter function and

some information is lost. This issue is also addressed by

Zhou et al. [27] in a different context.

In Fig. 6 the effect of the filter size on the correlation

coefficient between the exact and the modeled values of

sij is shown. For clarity, only the results for DTMM and

SDC2 are considered. Expectedly, with increasing the

filter size the correlations for both models decrease.

However, the accuracy of SDC2 decreases less than that

of DTMM as the size of the filter increases. It should be

mentioned that for the range of Reynolds numbers

considered, the filter size is close to the characteristic size

of the energy containing scales. The performance of the

proposed models is expected to be less sensitive to the

filter size when the characteristic size of the filter is

within the inertial range of high Reynolds number tur-

bulence. The correlation between the modeled and the

exact stress values is also dependent on the approxima-

tions made to evaluate the filtered variables over coarse

grids. This is observed in Fig. 6, where it is shown that

with changing filter function from FILT#1 to FILT#4 the

correlation coefficients between the true stresses and

those predicted by DTMM decrease significantly. There

is not, however, a significant variation in the correlation

coefficients between the true and SDC2 predicted values

of SGS stresses.

To further assess the dependency of the models to the

filter, the correlation coefficients between DNS and the

modeled values of SGS dissipation qð�DNS; �modelÞ, for

various filters are calculated. � 3 is the percentage of the

difference between qð�DNS; �modelÞ evaluated by FILT#3

and that calculated by FILT#1, and � 4 is the percentage

of the difference between qð�DNS; �modelÞ evaluated by

FILT#4 and that calculated by FILT#1. In Table 6, time

averaged values of � 3 and � 4 for different models and in

the HI and the HS flows are considered. The results are

consistent with those in Fig. 6, indicating that the ca-

pability of DSM and DTMM to predict � is strongly

dependent on the size of the filter as well as the ap-

Fig. 6. Temporal variations of the correlation coefficient be-

tween the predicted values of s by SDC2 and DTMM in the HI

flow.

Fig. 5. The PDFs of the DNS and modeled values of s12 in the

HI flow.
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proximation made in the discrete representation of the

filter function over the coarse grids. The performances

of other models (SDC1, SDC2 and DC) are much less

sensitive to the filter parameters.

4.2. A posteriori analysis

Even with a very accurate SGS closure, the statistical

uncertainty and the numerical errors can cause gradual

decorrelation of LES and DNS results. This ‘‘secular’’

behavior (or lack thereof) is an important issue and its

assessment requires a posteriori analysis.

As discussed in Section 3, to ensure the numerical

stability and to increase the accuracy of the models in

a posteriori assessments the backscatter of energy pre-

dicted by all models at ‘‘subfilter’’ scales is removed. To

understand how the elimination of ‘‘subfilter’’ back-

scatter affects the accuracy of the models, priori tests are

conducted in which the SGS stresses with and without

the subfilter backscatter are compared. Sample results

are shown in Fig. 7 for the HI flow, in which the suffix

‘‘clipped’’ denote the cases in which the subfilter back-

scatter is eliminated. It is observed in Fig. 7 that the

PDFs of SGS dissipation obtained by DNS and DC are

not significantly affected when the backscatter at sub-

filter level is removed. We have also found that the

correlation between DNS and DC values of the SGS

stress is not affected when the subfilter backscatter is

removed. This is not, however, the case for DSM as the

performance of this model improves slightly when the

predicted subfilter backscatter is eliminated. With this

assessment, a posteriori simulations are conducted of all

three flow configurations, the results of which are dis-

cussed in order.

4.2.1. Homogeneous isotropic flow

In consideration of this flow by LES, the simulations

without a subgrid model and those with DSM and

DTMM failed due to numerical instabilities. Therefore,

these two models are implemented in a localized manner

[19,20] by local averaging over the test filter domain, and

by clipping of the negative eddy viscosity values. Fig. 8

Table 6

The time averaged values of � 3 and � 4

Variable Flow DSM DTMM SDC1 SDC2 DC

� 3 HI 30.1 34.0 19.5 17.7 18.8

� 3 HS 81.2 48.4 14.2 13.5 14.9

� 4 HI 37.9 34.8 1.9 1.5 2.1

� 4 HS 62.6 32.4 1.7 1.3 2.0

Fig. 7. The PDFs of the DNS and modeled values of s12 in the

HI flow.

Fig. 8. Statistics of the resolved field in the HI flow: (a) the

PDFs of the energy, (b) the spectral density function.
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shows that the PDFs of the resolved field energy

(�qq2 ¼ ð1=2Þuiui) and the three-dimensional spectral

density functions of the resolved velocity field (EðkÞ) are

also predicted well by LES at all times. A comparison

between the PDFs of s12, calculated from DNS and

LES, indicates that the PDFs predicted via SDC2 and

DC are close to those obtained from DNS data with

only a slight underprediction of high stress values. The

DSM predictions deviate significantly from DNS, and

the accuracy of DTMM is between that of DSM and the

new proposed models. These results are consistent with

the results of a priori analysis.

The PDFs of � as obtained by DNS and those pre-

dicted by the models are shown in Fig. 9. The DNS

results indicate that the PDF of � is significantly skewed

toward positive values indicating a net (volumetric av-

eraged) dissipative effect of SGS on the resolved scales.

There is, however, a significant backscatter which is not

accounted by DSM. The results for � in Fig. 9 are

consistent with those for s12 in that the accuracy of

DTMM is between those of DSM and the new proposed

models. Fig. 9 also demonstrates that the energy transfer

(both forward and backward) from SGS to the large

scales is predicted reasonably well by SDC2 and DC.

However, these models underpredict the high positive

values of �. These high stress values mostly occur at the

smallest scales of the resolved field and are highly in-

termittent.

4.2.2. Homogeneous shear flow

The results for the HI flow demonstrate that the

proposed models cannot fully account for the nonlocal

and dissipative effects of SGS motions at the smallest

scales of the resolved field. This is partially due to the

size of the filter. With increasing the filter size, the nu-

merical errors become relatively smaller but the accu-

racy of the model to predict the interactions at smallest

scales of the resolved field (those with typical size less

than the filter size) is reduced. Also, the models do not

account for finite Reynolds number effects which are

expected to be noticeable in our simulations.

The model inaccuracies and the numerical errors are

expected to result in more significant differences between

the DNS and the LES results at long times in the HS

flow as compared to the HI flow. This is due to the fact

that in the HS flow the SGS stresses contribute to both

dissipation and production of energy. In Fig. 10(a), the

growth of the variance (2�qq2) as predicted by the models

is compared with that obtained by DNS. The simula-

tions without a SGS closure were unstable. Also, LES

with DSM, DTMM become unstable if negative values

of c1 and c2 are retained. Therefore, similar to that in the

HI flow, these models are implemented with local av-

eraging of c1 and c2 and clipping of their negative values.

A modified version of DC (termed ‘‘DCp’’) is also

considered. This model is similar to DC except that the

model coefficient (c2) is evaluated by the procedure

suggested by Piomelli and Liu [20]. Fig. 10(a) shows that

Fig. 9. The PDFs of SGS dissipation in the HI flow at

t=te ¼ 0:66.

Fig. 10. (a) Temporal variations of the variance of the resolved

field velocity in the HS flow, (b) The PDFs of the velocity

components in the HS flow at St ¼ 4, the curves for u2 and u3

are shifted upwards for clarity.
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at short times, SDC2 and DC predict the growth of the

energy reasonably well. However, the errors become

increasingly significant at later times. For St < 5:5, the

growth of energy is significantly underpredicted when

DTMM is utilized. For St > 5:5, a rapid growth in en-

ergy is predicted by DTMM which is not in accordance

with DNS results. In contrast to that observed for the

HI flow, the performance of DSM is better than

DTMM. The LES predictions obtained by DCp are

close to DNS results at all times. The DNS and LES

generated PDFs of � in the HS flow exhibit a behavior

similar to that shown in Fig. 9.

There is some evidence that the anisotropy at large

scales may be correlated to the anisotropy at small

scales. It is therefore unlikely that the anisotropy of the

resolved field can be accurately captured by LES if the

subgrid models cannot account for the anisotropy in

the SGS stress tensor. Models such as those proposed

above are capable of capturing the anisotropic nature of

SGS motions. In Fig. 10(b) it is shown that even at

St ¼ 4, the PDFs of all velocity components as predicted

by DC and DCp are very close to those obtained by

DNS. The most significant difference is observed for the

velocity component along the mean shear direction (u2).

The results in Fig. 10(b) demonstrate that despite its

limitations, DC successfully predicts the local and av-

eraged quantities in the HS flow for a relatively long

time. The results obtained with SDC1 and SDC2 are

similar to those shown for DC.

4.2.3. Temporal shear layer flow

The primary dynamics in inhomogeneous shear flow

are associated with large scale structures with forward

and reverse energy exchange with the fine scales. Accu-

rate modeling of this energy exchange is essential for

accurate predictions of the flow development. The

results of a priori analysis indicate that the models de-

veloped here capture both the forward and the back-

ward energy transfer between the SGS and the resolved

scales correctly. It is, therefore, expected that the growth

of the shear layer is predicted well via these models. This

is confirmed in Fig. 11, where the temporal evolution of

the vorticity thickness (dv) in TSL2 is shown. Without a

subgrid model, the simulations at this moderate Rey-

nolds number are stable but the growth of the layer is

significantly underpredicted. The results predicted by

DTMM, SDC2, DC and DCp exhibit the best overall

agreement with DNS data. The relative success of the

LES in reproducing the filtered DNS data is due to the

ability of the proposed models to correctly represent

the local values of the SGS energy dissipation. Our re-

sults (not shown) indicate that despite small deviations

at high dissipation values, the true SGS dissipation is

accurately predicted by the proposed models in TSL2.

Computational requirements: For a comparative as-

sessment, the computational times required for LES of

homogeneous isotropic flow as conducted with various

models are compared in Table 7. It is shown that the

running time for LES with DSM is significantly larger

than that required for implementation of the Smago-

rinsky closure. The time required for SDC1 is only

slightly larger than that for DSM. The simulation times

of DTMM, DC and SDC2 are somewhat equivalent;

SDC2 is slightly more expensive than the others. Con-

sidering the improved accuracy of the new closures, the

overhead associated with their computational imple-

mentation appears tolerable.

5. Concluding remarks

Localized SGS stress models are presented for use in

LES of turbulent flows. The new models are constructed

based on two different closure strategies. The first,

termed the SDC model, is based on decomposition

of the generalized Leonard (L), cross (C) and Reynolds

(R) components of the SGS stresses into sequential

‘‘Leonard’’, ‘‘cross’’ and ‘‘Reynolds’’ terms of their own.Fig. 11. Temporal variations of the vorticity thickness in TSL2.

Table 7

The computational times for LES with various SGS stress models

Model Smagorinsky DSM DTMM SDC1 SDC2 DC

Normalized CPU time 1a 1.31 1.58 1.36 1.77 1.56

a Unit correspond to 128 seconds on a Cray-C90 computer which is the running time for 960 iterations of LES with 323 grid points.
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The unclosed components of those sequential terms are

modeled. The second, referred to as the DC closure, is

based on the assumption that the local values of Cþ R

are highly correlated with the Leonard part of R. Two

forms of SDC (referred to as SDC1 and SDC2) and one

form of DC are studied in detail here. The new proposed

closures are applied ‘‘locally’’ and the predicted results

are compared with those via the DSM of Germano et al.

[10] and the DTMM of Salvetti and Banerjee [12].

The performance of the models is assessed via both a

priori and a posteriori analyses by comparison with data

obtained by DNS of homogeneous isotropic, homoge-

neous shear and inhomogeneous temporal shear layer

flows.

The results of a priori analysis indicate that the new

closures are more accurate than previously proposed

closures, and are able to account for the anisotropy and

transitional behavior of the SGS motions. The perfor-

mance of SDC2 is similar to DC but it requires increased

computational time. The advantage of SDC2 over DC is

that it requires less modeling effort. The new proposed

closures are also less sensitive to the filter size, as the

accuracies of SDC1, SDC2 and DC decrease at a lower

rate than those of DSM and DTMM when the filter size

increases. Additionally, an improper approximation in

coarse grid filtering operation influences the perfor-

mances of SDC1, SDC2 and DC less than those of DSM

and DTMM. The reasons for this better performance

are (1) a significant part of SGS stresses is explicitly

calculated, (2) the local interactions between the re-

solved and the SGS motions are well represented, and

(3) the model coefficients do not vary significantly in

space and are well correlated at the grid and the test-

levels.

The results of a posteriori analysis indicate that in

homogeneous isotropic flow, both the SGS stresses and

the volumetric averaged statistics of the large scales are

accurately predicted with the new closures. The perfor-

mance of the proposed models in homogeneous shear

flow is similar to that in homogeneous isotropic flow.

However, the growth of the resolved field energy is un-

derpredicted at long times. Simulations without a SGS

stress model and also those with DSM or DTMM (ap-

plied in a localized manner) are unstable. This behavior

is observed in both homogeneous isotropic and homo-

geneous shear flow; therefore, the coefficients in DSM

and DTMM are calculated by local averaging over the

test filter domain with clipping of the negative values.

With this measure, the simulations become stable but

the accuracy of the models is less than that of the new

closures. In the temporal shear layer, LES with SDC2

and DC successfully predicts the layer�s growth, the SGS

stresses and other statistical quantities. The growth of

energy in the homogeneous shear flow is better predicted

when a modified version of DC (called DCp) is used. In

SDC1 and SDC2, simple closures are used to model the

remaining part of SGS stresses which are not calculated

explicitly. The SDC models can be improved signifi-

cantly by utilizing more accurate models for the un-

closed parts.

Despite their demonstrated capabilities, there are

some drawbacks associated with these closures. Our

results show that SDC1, SDC2 and DC are not able to

fully account for the effects of SGS motions on the

smallest scales of the resolved field. This is partially due

to the filter size which is twice the grid size, which limits

the capability of the models to account for the nonlinear

interactions at smallest scales of the resolved field. Ad-

ditionally, the scale-similarity assumption as used to

evaluate the model coefficients is questionable when

there are significant nonlocal interactions between the

subgrid and the resolved fields. These nonlocal interac-

tions are expected to have random and dissipative effects

on the resolved field. The important effects of the nu-

merical discretization error should also be considered

when DNS and LES results are compared. This issue is

not addressed here and awaits further investigations.
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